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Abstract:

Generalized linear models (GLMs) have been used widely for modelling the mean response both for discrete and continuous random variables with an emphasis on categorical response. Recently Yang, Mandal and Majumdar (2013) considered full factorial and fractional factorial locally D-optimal designs for binary response and two-level experimental factors. In this paper, we extend their results to a general setup with response belonging to a single-parameter exponential family and for multi-level predictors.
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1 Introduction

Binary responses and count data are usually modelled using generalized linear models (GLMs). GLMs have been widely used for modelling the mean response both for discrete and continuous random variables with an emphasis on categorical response. Although the methods of analyzing data using these models have been discussed in depth in the literature (McCullagh and Nelder (1989), Dobson and Barnett (2008)), only a limited number of results are available for the choice of optimal design of experiments under GLMs (Khuri et al. (2006), Woods et al. (2006), Atkinson et al. (2007), Stufken and Yang (2012)). For optimal designs under GLMs, there are four different approaches proposed in the literature to handle the dependence of the design optimality criterion on the unknown parameters, (1) local optimality approach of
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Chernoff (1953) in which the parameters are replaced by assumed values; (2) Bayesian approach (Chaloner and Verdinelli (1995)) that considers a prior belief on unknown parameters; (3) maximin approach that maximizes the minimum efficiency over range of values of the unknown parameters (see Pronzato and Walter (1988) and Imhof (2001)); and (4) sequential approach where the estimates of the design parameters are updated in an iterative way (see Ford, Titterington and Kitsos (1989)).

In this paper, we will focus on local optimality and study D-optimal factorial designs under GLMs. Recently Yang, Mandal and Majumdar (YMM hereafter) (2012) obtained some theoretical results on locally D-optimal factorial designs for $2^2$ experiments with binary response. In a subsequent paper, YMM (2013) considered D-optimal factorial designs with $k$ two-level predictors and binary response. In this paper, we extend their results to a much more general setup with multi-level predictors and a response belonging to a single-parameter exponential family.

Following YMM (2012, 2013), we consider locally D-optimal factorial designs. In this case, the Fisher’s information matrix contains the unknown parameters, so does the D-optimality criterion. The optimality criterion can be written in terms of the variances, or measures of information, at each of the design points. Note that these variances depend on the parameters through the link function. The locally D-optimal designs can be quite different from the uniform design (that is, the experimental units are distributed evenly among the pre-specified design points) which is commonly used in practice, especially when some of the regression parameters stay significantly away from zero (see YMM (2013)). For illustration suppose we consider an experiment with two two-level factors, where the response is modeled by a Poisson regression, which leads to the linear predictor $\eta = \beta_0 + \beta_1 x_1 + \beta_2 x_2$. For example, an insurance company might be interested in conducting an experimental study to count the number of car break-ins in Detroit during some time period. It is a $2^2$ experiment with factors parking location ($x_1 = +1$ for “off-street” or $-1$ for “inside garage”) and whether or not the car is equipped with any kind of anti-theft device ($x_2 = +1$ for “Yes” or $-1$ for “No”). If we have solid reasons to believe that anti-theft device is a more dominant factor than parking location, and based on a previous study, an initial choice of parameters $(\beta_0, \beta_1, \beta_2) = (1, 1, -2)$ is reasonable, then the uniform design has only 78.7% relative efficiency compared with the D-optimal design (see Example 5.3 for the definition of relative efficiency).

This paper is organized as follows. In Section 2, we provide a preliminary setup for the generalized linear models under consideration. We discuss the characterization of locally D-optimal designs in Section 3. In Section 4 we discuss our search algorithms, both theoretically and numerically, for obtaining D-optimal approximate or exact designs. In Section 5, we illustrate our results with some real examples. We conclude with some remarks in Section 6.
2 Preliminary Setup: Generalized Linear Models

In this paper, we consider experiments with a univariate response $Y$ which follows an exponential family with a single parameter $\theta$ in canonical form

$$\xi(y; \theta) = \exp\{yb(\theta) + c(\theta) + d(y)\},$$

where $b(\theta)$, $c(\theta)$ and $d(y)$ are known functions. For examples,

$$\xi(y; \theta) = \begin{cases} 
\exp\{y \log \frac{\theta}{1-\theta} + \log(1-\theta)\}, & \text{binary } Y \sim \text{Bernoulli}(\theta) \\
\exp\{y - \theta - \log y!\}, & \text{count response } Y \sim \text{Poisson}(\theta) \\
\exp\{\frac{\theta}{\sigma^2} - \frac{\sigma^2}{2\sigma^2} - \frac{y^2}{2\sigma^2} - \frac{1}{2} \log(2\pi\sigma^2)\}, & y \sim \text{N}(\theta, \sigma^2), \sigma^2 > 0 \text{ fixed}.
\end{cases}$$

Consider independent random variables $Y_1, \ldots, Y_n$ with corresponding covariates or predictors $x_1, \ldots, x_n$, where $x_i = (x_{i1}, \ldots, x_{id})' \in \mathbb{R}^d$. Under a generalized linear model, there exists a link function $g$ and parameters of interest $\beta = (\beta_1, \ldots, \beta_d)'$, such that

$$E(Y_i) = \mu_i \text{ and } \eta_i = g(\mu_i) = x_i' \beta.$$ 

It is known that, for example, see McCullagh and Nelder (1989) or Dobson and Barnett (2008),

$$E(Y_i) = -\frac{c'(\theta_i)}{b'(\theta_i)}, \quad \text{var}(Y_i) = \frac{b''(\theta_i)c'(\theta_i) - c''(\theta_i)b'(\theta_i)}{b'(\theta_i)^3},$$

provided $b(\theta)$ and $c(\theta)$ are twice differentiable. Since $Y_i$’s are independent, the $d \times d$ Fisher information matrix $F = (F_{jk})$ can be obtained by

$$F_{jk} = E \left( \frac{\partial l}{\partial \beta_j} \frac{\partial l}{\partial \beta_k} \right) = \sum_{i=1}^{n} \frac{x_{ij}x_{ik}}{\text{var}(Y_i)} \left( \frac{\partial \mu_i}{\partial \eta_i} \right)^2,$$

where $l = \log \xi(Y; \theta)$ could be written as a function of $\beta$ too.

Suppose there are only $m$ distinct predictor combinations $x_1, \ldots, x_m$ with numbers of replicates $n_1, \ldots, n_m$, respectively. Then

$$F_{jk} = \sum_{i=1}^{m} \frac{n_i x_{ij} x_{ik}}{\text{var}(Y_i)} \left( \frac{\partial \mu_i}{\partial \eta_i} \right)^2 = \sum_{i=1}^{m} \frac{x_{ij} p_i}{\text{var}(Y_i)} \left( \frac{\partial \mu_i}{\partial \eta_i} \right)^2 x_{ik}$$

where $p_i = n_i / n$, $i = 1, \ldots, m$. That is, the information matrix $F$ can written as

$$F = nX'WX$$
where $X = (x_1, \ldots, x_m)^T$ is an $m \times d$ matrix, and $W = \text{diag}(p_1w_1, \ldots, p_mw_m)$ with

$$w_i = \frac{1}{\text{var}(Y_i)} \left( \frac{\partial \mu_i}{\partial \eta_i} \right)^2.$$

For typical applications, $F$ or $XTWX$ is nonsingular.

Suppose the link function $g$ is one-to-one and differentiable. Further assume that $\mu_i$ itself determines $\text{var}(Y_i)$, that is, there exists a function $h$ such that $\text{var}(Y_i) = h(\eta_i)$. Let $\nu = \left( (g^{-1})' \right)^2 / h$. Then $w_i = \nu(\eta_i) = \nu(x_i'\beta)$ for each $i$. We illustrate it using the four cases below.

**Example 2.1: Binary response** Suppose $Y_i \sim \text{Bernoulli}(\mu_i)$. Then $h = g^{-1}(1-g^{-1})$.

For commonly used link function $g$,

$$\nu(\eta) = \begin{cases} 
\frac{1}{2+e^\eta+e^{-\eta}}, & \text{for logit link;} \\
\frac{\Phi(\eta)^2}{\Phi(\eta)[1-\Phi(\eta)]}, & \text{for probit link;} \\
(\exp\{e^\eta\} - 1) \left[ \log (1 - \exp\{-e^\eta\}) \right]^2, & \text{for complementary log-log link;} \\
\frac{\exp\{2\eta-e^\eta\}}{1-\exp\{-e^\eta\}}, & \text{for log-log link.}
\end{cases}$$

**Example 2.2: Poisson count** Suppose $Y_i \sim \text{Poisson}(\mu_i)$. For the canonical link function $g = \log$, $h = \nu = \exp$ and $w_i = \nu(\eta_i) = \exp\{\eta_i\}$ for each $i$.

**Example 2.3: Gamma response** Suppose $Y_i \sim \text{Gamma}(k, \mu_i/k)$ with known $k > 0$. For the canonical link function $g(\mu) = 1/\mu$, $h(\eta) = 1/(k\eta^2)$, $\nu(\eta) = k/\eta^2$ and $w_i = \nu(\eta_i) = k/\eta_i^2$. A special case is $k = 1$ which corresponds to the exponential distribution.

**Example 2.4: Normal response** Suppose $Y_i \sim \text{N}(\mu_i, \sigma^2)$ with known $\sigma^2 > 0$. For the canonical link function $g(\mu) \equiv \mu$, $h(\eta) \equiv \sigma^2$, $\nu(\eta) \equiv 1/\sigma^2$ and $w_i \equiv 1/\sigma^2$.

3 Locally D-optimal Designs

In this paper, we consider experiments with an $m \times d$ design matrix $X = (x_1, \ldots, x_m)^T$ which consists of $m$ distinct experimental settings, that is, $m$ distinct combinations of values of $d$ covariates (for many applications, the first covariate is just the constant 1). The response $Y_i$ follows a single-parameter exponential family under the generalized linear model $\eta_i = g(E(Y_i)) = x_i^T \beta$. For instance, in a $2^2$ experiment with binary
response, \( \eta = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_2 x_2 x_3 \) represents a model that includes all the main effects and the two-factor interaction of factors 2 and 3. The aim of the experiment is to obtain inferences about the parameter vector of factor effects \( \beta \); in the preceding example, \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3, \beta_{23})' \).

In the framework of locally optimal designs, we assume that \( w_i = \nu(x_i' \beta), \ i = 1, \ldots, m \), determined by regression coefficients \( \beta \) and link function \( g \), are known. For typical applications, \( w_i > 0, \ i = 1, \ldots, m \). Then the design problem we consider here is to find the “optimal” allocation of \( n \) experiment units into \((n_1, \ldots, n_m)'\) such that \( n_1 + \cdots + n_m = n \), known as exact design, or alternatively, find the “optimal” proportion \( p_i = n_i/n, \ i = 1, \ldots, m \), known as approximate design. In this paper, we mainly focus on the approximate designs, that is, \( p = (p_1, \ldots, p_m)' \) such that \( p_1 + \cdots + p_m = 1 \). Since the maximum likelihood estimator of \( \beta \) has an asymptotic covariance matrix that is the inverse of \( nX'WX \), a (locally) D-optimal design is a \( p \) which maximizes

\[
\begin{align*}
 f(p) &= |X'WX|.
\end{align*}
\]

For example, for the \( 2^2 \) experiment with main-effects model and binary response, \( f(p) = 16(p_1p_2p_3w_1w_2w_3+p_1p_2p_3w_1w_2w_4+p_1p_3p_4w_1w_3w_4+p_2p_3p_4w_2w_3w_4) \). See YMM (2012) for a detailed analysis of this problem. For general cases, the following lemma expresses that the objective function \( f(p) = |X'WX| \) is an order-\( d \) homogeneous polynomial of \( p_1, \ldots, p_m \). This is useful in determining the optimal \( p_i \)'s. See González-Dávila, Dorta-Guerra and Ginebra (2007) and YMM (2013).

**Lemma 3.1** Let \( X[i_1, i_2, \ldots, i_d] \) be the \( d \times d \) sub-matrix consisting of the \( i_1 \)th, \( \ldots, i_d \)th rows of the design matrix \( X \). Then

\[
\begin{align*}
 f(p) &= |X'WX| = \sum_{1 \leq i_1 < \cdots < i_d \leq m} |X[i_1, \ldots, i_d]|^2 \cdot p_{i_1}w_{i_1} \cdots p_{i_d}w_{i_d}.
\end{align*}
\]

Based on Lemma 3.1, YMM (2013) developed characterization theorems for D-optimal designs and minimally supported (that is, the number of distinct supporting points is equal to the number of parameters) D-optimal designs for two-level factors with \( x_{ij} \in \{-1, 1\} \) (YMM (2013), Section 3.1). Note that the entries of \( X \) in Lemma 3.1 can be any real number, which allows us to extend their results to multiple-level factors. Following YMM (2013) we define for each \( i = 1, \ldots, m \),

\[
\begin{align*}
 f_i(z) &= f \left( \frac{1 - z}{1 - p_i} p_1, \ldots, \frac{1 - z}{1 - p_i} p_{i-1}, \frac{1 - z}{1 - p_i} p_{i+1}, \ldots, \frac{1 - z}{1 - p_i} p_m \right), \quad 0 \leq z \leq 1. \tag{1}
\end{align*}
\]

Note that \( f_i(z) \) is well defined for all \( p \) satisfying \( f(p) > 0 \). Lemma 7.1 and Lemma 7.2 of YMM (2013) could be applied for our case too. Thus we obtain theorems below to characterize locally D-optimal allocations and minimally supported D-optimal allocations for experiments with multiple-level factors and fairly general responses under GLMs. The proofs are presented in the Appendix. Note that the design matrix \( X \) here consists of \( m \times d \) real-number entries, which generalizes the results in YMM (2013).
Suppose \( f(p) \geq 0 \). Then \( p \) is D-optimal if and only if for each \( i = 1, \ldots, m \), one of the two conditions below is satisfied:

(i) \( p_i = 0 \) and \( f_i \left( \frac{1}{2} \right) \leq \frac{d+1}{2^m} f(p) \);

(ii) \( 0 < p_i \leq \frac{1}{d} \) and \( f_i(0) = \frac{1-p_i}{(1-p_i)^2} f(p) \).

**Theorem 3.2** Let \( \mathbf{I} = \{i_1, \ldots, i_d\} \subset \{1, \ldots, m\} \) be an index set satisfying \( |X[i_1, \ldots, i_d]| \neq 0 \). Then the saturated design satisfying \( p_{i_1} = p_{i_2} = \cdots = p_{i_d} = \frac{1}{d} \) is D-optimal if and only if for each \( i \notin \mathbf{I} \),

\[
\sum_{j \in \mathbf{I}} \frac{|X[i \cup \mathbf{I} \setminus \{j\}]|}{w_j} \leq \frac{|X[i_1, i_2, \ldots, i_d]|}{w_i}.
\]

Theorem 3.1 and Theorem 3.2 are for \( X \) with real-number entries and thus can be applied to multiple-level factors. We illustrate the results using the two examples below.

**Example 3.1:** One two-level covariate and one three-level covariate: Suppose the design matrix \( X \) is given by

\[
X = \begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 1 & -1 \\
1 & -1 & 1 \\
1 & -1 & 0 \\
1 & -1 & -1
\end{pmatrix}
\]

which consists of six supporting points: \((1, 1), (1, 0), (1, -1), (-1, 1), (-1, 0), (-1, -1)\). Based on Theorem 3.1, an allocation \( p = (p_1, 0, p_3, 0, p_6) \) is D-optimal if and only if \((p_1, p_3, p_4, p_6)\)' is D-optimal among the designs restricted on the four boundary points \((1, 1), (1, -1), (-1, 1), (-1, -1)\), and

\[
v_2 \geq \frac{p_1 v_3 p_4 v_6 + p_1 v_3 v_4 p_6 + v_1 p_3 v_4 p_6 + v_1 p_3 v_4 p_6 + 4 v_1 v_3 p_4 p_6}{12(v_1 p_3 p_4 p_6 + p_1 v_3 p_4 p_6 + p_1 p_3 v_4 p_6 + p_1 p_3 v_4 p_6)},
\]

\[
v_6 \geq \frac{p_1 v_3 p_4 v_6 + p_1 v_3 v_4 p_6 + v_1 p_3 v_4 p_6 + v_1 p_3 v_4 p_6 + 4 p_1 p_3 v_4 v_6}{12(v_1 p_3 p_4 p_6 + p_1 v_3 p_4 p_6 + p_1 p_3 v_4 p_6 + p_1 p_3 v_4 p_6)},
\]

where \( v_i = 1/w_i, i = 1, \ldots, 6 \). In this situation, the second covariate reduces to a two-level factor. As the model has three parameters, one can further reduce the number of experimental settings. Theorem 3.2 states the necessary and sufficient conditions for a D-optimal design to have only three supporting points. For example, \( p_1 = p_2 = p_4 = 1/3 \) is D-optimal if and only if \( v_3 \geq v_1 + 4 v_2, v_5 \geq v_1 + v_2 + v_4 \) and \( v_6 \geq 4 v_1 + 4 v_2 + v_4 \); \( p_3 = p_5 = p_6 = 1/3 \) is D-optimal if and only if \( v_1 \geq v_1 + 4 v_5 + 4 v_6, v_2 \geq v_3 + v_5 + v_6 \) and \( v_4 \geq 4 v_5 + v_6 \).
Example 3.2: $2 \times 3$ factorial design: Suppose the design matrix

$$X = \begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 0 & -2 \\
1 & 1 & -1 & 1 \\
1 & -1 & 1 & 1 \\
1 & -1 & 0 & -2 \\
1 & -1 & -1 & 1
\end{pmatrix},$$

(2)

where the four columns correspond to effects $I$, $A$ (two-level), $B_l$ (three-level, linear component), and $B_q$ (three-level, quadratic component). A minimally supported D-optimal design consists of four design points. Based on Theorem 3.2, for example, $p_1 = p_2 = p_3 = p_4 = 1/4$ is D-optimal if and only if $v_5 \geq v_1 + v_2 + v_4$ and $v_6 \geq v_1 + v_3 + v_4$; $p_2 = p_3 = p_4 = p_5 = 1/4$ is D-optimal if and only if $v_1 \geq v_2 + v_4 + v_5$ and $v_6 \geq v_2 + v_3 + v_5$; $p_3 = p_4 = p_5 = p_6 = 1/4$ is D-optimal if and only if $v_1 \geq v_3 + v_4 + v_6$ and $v_2 \geq v_3 + v_5 + v_6$. Note that $p_1 = p_3 = p_4 = p_6 = 1/4$ is not D-optimal since the corresponding $|X'W^2X| = 0$.

4 Searching for D-optimal Designs

YMM (2013) developed very efficient algorithms for searching locally D-optimal approximate designs or exact designs with binary response and two-level factors. Essentially the same algorithms could be used for maximizing $f(p) = |X'W^2X|$ for more general setup, as long as $X$ consists of $m$ distinct $d$-dimensional real-number vectors and the response belongs to a single-parameter exponential family.

4.1 Lift-one algorithm for D-optimal approximate design

For finding $p$ maximizing $f(p) = |X'W^2X|$, the lift-one algorithm, as well as Lemma 7.1 and Lemma 7.2 of YMM (2013), could be applied to our cases, after limited modifications. Recall that $f_i(z)$ is defined in equation (1).

**Lemma 4.1** (YMM, 2013, Lemma 7.1) Suppose $f(p) > 0$. Then for $i = 1, \ldots, m$,

$$f_i(z) = az(1-z)^{d-1} + b(1-z)^d,$$

for some constants $a$ and $b$. If $p_i > 0$, then $b = f_i(0)$, $a = f(p_i - b(1-p_i))/p_i(1-p_i)^d$; otherwise, $b = f(p)$, $a = f_i(\frac{1}{2}) \cdot 2^d - b$. Note that $a \geq 0$, $b \geq 0$, and $a + b > 0$.

**Lemma 4.2** (YMM, 2013, Lemma 7.2) Let $l(z) = az(1-z)^{d-1} + b(1-z)^d$ with $0 \leq z \leq 1$ and $a \geq 0$, $b \geq 0$, $a + b > 0$. If $a > bd$, then $\max_z l(z) = \left(\frac{d-1}{a-b}\right)^{d-1} \left(\frac{a}{d}\right)^d$ at $z = \frac{a-bd}{(a-b)d} < 1$. Otherwise, $\max_z l(z) = b$ at $z = 0$.
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**Lift-one algorithm** (for multiple-level factors and single-parameter exponential family response)

1° Start with arbitrary \( p_0 = (p_1, \ldots, p_m)' \) satisfying \( 0 < p_i < 1, \ i = 1, \ldots, m. \) Compute \( f(p_0). \)

2° Set up a random order of \( i \) going through \( \{1, 2, \ldots, m\}. \)

3° For each \( i, \) determine \( f_i(z) \) as in expression (3). In this step, either \( f_i(0) \) or \( f_i(\frac{1}{2}) \) needs to be calculated according to Lemma 4.1.

4° Define \( p_{(i)}^\ast = \left( \frac{1-z}{1-p_i} p_1, \ldots, \frac{1-z}{1-p_i} p_{i-1}, z, \frac{1-z}{1-p_i} p_{i+1}, \ldots, \frac{1-z}{1-p_i} p_m \right)' \), where \( z \) maximizes \( f_i(z) \) with \( 0 \leq z \leq 1 \) (see Lemma 4.2). Note that \( f(p_{(i)}^\ast) = f_i(z). \)

5° Replace \( p_0 \) with \( p_{(i)}^\ast, f(p_0) \) with \( f(p_{(i)}^\ast). \)

6° Repeat 2° ∼ 5° until convergence, that is, \( f(p_0) = f(p_{(i)}^\ast) \) for each \( i = 1, \ldots, m. \)

**Convergence and performance of lift-one algorithm:** To guarantee the convergence, we may modify the lift-one algorithm as in YMM (2013, Section 3.3.1). A similar proof could be applied here to show that (1) if the lift-one algorithm or its modified version converges at \( p^\ast, \) then \( p^\ast \) is D-optimal; (2) the modified lift-one algorithm is guaranteed to converge (YMM, 2013, Theorem 3.3).

YMM (2013, Section 3.3.1) also compared the time cost of lift-one algorithm with commonly used nonlinear optimization algorithms including Nelder-Mead, quasi-Newton, conjugate gradient, and simulated annealing. Overall, lift-one algorithm could be 100 times faster than those algorithms. In this paper, we run more simulations to check how the computational time and number of non-zero \( p_i \)'s vary across different numbers of factors and ranges of parameters.

Figure 1 shows the time cost and number of nonzero \( p_i \)'s on average based on 1000 simulated \( \beta \) for \( 2^k \) main-effects model with logit link. The time cost is based on a Windows Vista PC with Intel Core2 Duo CPU at 2.27GHz and 2GB memory. The relationship between the time cost and the number of supporting points \( m = 2^k \) is close to linear for moderate \( k. \) The time cost on average is only 1.25 secs, 1.74 secs, and 1.84 secs on average for \( m = 2^7 = 128 \) with \( \beta_i \)'s follow iid \( U(-3,3), U(-1,1), \) and \( U(-0.5,0.5), \) respectively. In the meantime, the corresponding number of nonzero \( p_i \)'s on average are 28, 48, and 67 respectively.

From a practitioner’s point of view, it is often desirable to keep the number of supporting points of a design small. Due to Lemma 4.2, the lift-one algorithm may force a \( p_i \) to be exactly zero. It is an advantage of the lift-one algorithm over some commonly used nonlinear optimization algorithms which may keep an unimportant \( p_i \) a
tiny value but never let it to be zero. In many cases, it is hard to distinguish “negligible” from “tiny”. As the range of $\beta_i$’s increases from $U(-0.5, 0.5)$ to $U(-3, 3)$, the mean number of nonzero $p_i$’s reduces by one half due to more and more small $w_i$’s generated.

4.2 Exchange algorithm for D-optimal exact designs

Given the total number of experimental units $n$, to find D-optimal integer allocation $n = (n_1, \ldots, n_m)'$, YMM (2013) proposed another algorithm for two-level factors and binary response, called exchange algorithm, which adjusts $n_i$ and $n_j$ simultaneously for randomly chosen index pair $(i, j)$. The essentially same algorithm after some modifications could be used for a general design matrix $X$ consisting of real numbers. The goal is to find the optimal $n$ which maximizes $f(n) = |X^TW_nX|$, where $W_n = \text{diag}\{n_1w_1, \ldots, n_mw_m\}$. To do this, we need a modified version of Lemma 7.5 and Lemma 7.4 in YMM (2013).

Lemma 4.3 (YMM, 2013, Lemma 7.5) Fixing $1 \leq i < j \leq m$, let

$$f_{ij}(z) = f(n_1, \ldots, n_{i-1}, z, n_{i+1}, \ldots, n_{j-1}, s - z, n_{j+1}, \ldots, n_m)$$

$$\triangleq A(z(s - z) + Bz + C(s - z) + D),$$

where $s = n_i + n_j$. Then (i) $D > 0 \Rightarrow B > 0 \text{ and } C > 0$; (ii) $B > 0 \text{ or } C > 0 \Rightarrow A > 0$; (iii) $f(n) > 0 \Rightarrow A > 0$; (iv) $D = f(n_1, \ldots, n_{i-1}, 0, n_{i+1}, \ldots, n_{j-1}, 0, n_{j+1}, \ldots, n_m)$. (v) Suppose $s > 0$, then $A = \frac{2}{s^2} \left(2f_{ij} \left(\frac{s}{2}\right) - f_{ij}(0) - f_{ij}(s)\right)$, $B = \frac{1}{s} (f_{ij}(s) - D)$, $C = \frac{1}{s} (f_{ij}(0) - D)$.
Lemma 4.4 (YMM, 2013, Lemma 7.4) Let \( q(z) = Az(s-z) + Bz + C(s-z) + D \) for real numbers \( A > 0, B \geq 0, C \geq 0, D \geq 0 \), and integers \( s > 0, 0 \leq z \leq s \). Let \( \Delta \) be the integer closest to \( \frac{sA+B-C}{2A} \).

(i) If \( 0 \leq \Delta \leq s \), then \( \max_{0 \leq z \leq s} q(z) = sC + D + (sA + B - C)\Delta - A\Delta^2 \) at \( z = \Delta \).

(ii) If \( \Delta < 0 \), then \( \max_{0 \leq z \leq s} q(z) = sC + D \) at \( z = 0 \).

(iii) If \( \Delta > s \), then \( \max_{0 \leq z \leq s} q(z) = sB + D \) at \( z = s \).

Exchange algorithm for D-optimal integer-valued allocations:

1° Start with initial design \( n = (n_1, \ldots, n_m)' \) such that \( f(n) = |X'W_nX| > 0 \).

2° Set up a random order of \( (i, j) \) going through all pairs \( \{(1, 2), (1, 3), \ldots, (1, m), (2, 3), \ldots, (m-1, m)\} \).

3° For each \( (i, j) \), let \( s = n_i + n_j \). If \( s = 0 \), let \( n_{ij}^* = n \). Otherwise, calculate \( f_{ij}(z) \) as given in expression (4). Then let

\[
  n_{ij}^* = (n_1, \ldots, n_{i-1}, z, n_{i+1}, \ldots, n_{j-1}, s - z, n_{j+1}, \ldots, n_m)'
\]

where the integer \( z \) maximizes \( f_{ij}(z) \) with \( 0 \leq z \leq s \) according to Lemma 4.4. Note that \( f(n_{ij}^*) = f_{ij}(z) \geq f(n) > 0 \).

4° Replace \( n \) with \( n_{ij}^* \), \( f(n) \) with \( f(n_{ij}^*) \).

5° Repeat 2° ~ 4° until convergence (no more increase in terms of \( f(n) \) by any pairwise adjustment).

The exchange algorithm usually converges in a few rounds. Nevertheless, it should be noted that the exchange algorithm for integer-valued allocations is not guaranteed to converge to the optimal ones. For further discussions on the convergence of the exchange algorithm for searching integer-valued solutions, see Section 3.3.2 of YMM (2013).

5 Real Examples

In this section, we use some real examples to show how our results work.

Example 5.1: Printed Circuit Board: Jeng, Joseph and Wu (2008) reported an experiment on printed circuit boards (PCBs), which has been modified to suit our purpose. This experiment was about inner layer manufacturing of PCBs. Several
types of faults may occur during the manufacturing of PCBs, of which shorts and opens in the circuit are the major ones. In this case, we consider whether there is an open in the circuit as response, and two factors at two and three levels respectively. The factors are whether preheating was done or not, and lamination temperature ($95^\circ C$, $105^\circ C$ and $115^\circ C$). Table 5.2 is obtained from Table 2 of Jeng, Joseph and Wu (2008).

<table>
<thead>
<tr>
<th>Preheat</th>
<th>Temperature</th>
<th>#success out of 480 replicates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>120</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>51</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 5.1: PCB Data (Jeng, Joseph and Wu, 2008)

The design matrix is given by expression (2). Fitting a logistic regression model, we get $\hat{\beta} = (-2.37, 0.154, 0.717, 0.113)'$. Assume that the true $\beta$ is about $(-2.5, 0.15, 0.70, 0.10)'$. Then the D-optimal design is $p_o = (0.216, 0.186, 0.198, 0.206, 0.115, 0.080)'$. Applying the exchange algorithm for integer-valued allocations, we get the optimal allocation as $(621, 535, 569, 593, 331, 231)'$ which is far away from being uniform, that is, each with 480 replicates.

Example 5.2: Hard Disk Failures in a $2^2$ Experiment: Failure patterns of hard disk drives received considerable attention recently (Pinheiro, Weber and Barroso (2007)). Motivated by the data provided by Schroeder and Gibson (2007), we consider the following example, where the response can be modelled well by a Poisson regression. It is a $2^2$ experiment with factors as types of cluster ($A$) and disk parameters ($B$). The two levels of factor $A$ are HPC ($-1$) and IntServ (+1) where HPC represents clusters with organizations using supercomputers and IntServ represents large internet service providers. The two levels of factor $B$ are 10K rpm SCSI drives ($-1$) and 15K rpm SCSI drives (+1). After analyzing the data provided by Schroeder and Gibson (2007), one may consider the initial guess for $\beta$ as $(5.5, -0.18, -0.22)'$ with the design matrix

$$X = \begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & -1 \\
1 & -1 & 1 \\
1 & -1 & -1 \\
\end{pmatrix}.$$  

The D-optimal design for this choice of parameters is $p_o = (0.18, 0.27, 0.26, 0.29)'$, which is close to the uniform design $p_u = (0.25, 0.25, 0.25, 0.25)'$. Russell et al. (2009) characterized the locally D-optimal designs for Poisson regression models with the
canonical log link. In their Remark 3, they mentioned a D-optimal design with the same supporting point as those of ours, for parameter $\beta = (-0.91, 0.04, -0.69)'$ with optimal allocations $p_o = (0.213, 0.313, 0.163, 0.311)'$. Our algorithm yields exactly the same result, as expected.

**Example 5.3: Hard Disk Failures in a 2 × 3 Experiment:** In the context of Poisson regression, Anderson (2013) mentioned the number of hard disk failures at University of Illinois at Urbana Champaign during a year. The administrators may be interested in finding the number of hard disk failures at a university during a year, in order to decide the amount of new purchases and adjust the budget for the next year. One may design a $2 \times 3$ factorial experiment with the factors being *types of computers* ($A$) and *operating system* ($B$). Both factors are categorical. Desktop ($-1$) and Laptop ($+1$) are the two levels of factor $A$. Linux, Mac OS and Windows are the three levels of factor $B$. As suggested by Wu and Hamada (2009), one may choose the following two contrasts to represent the two degrees of freedom for the main effects of $B$:

\[
B_{01} = \begin{cases}
-1 & \text{for level 0 of factor } B, \\
1 & \text{for level 1 of factor } B,
\end{cases}
\]

\[
B_{02} = \begin{cases}
-1 & \text{for level 0 of factor } B, \\
0 & \text{for level 1 of factor } B, \\
1 & \text{for level 2 of factor } B,
\end{cases}
\]

where the levels 0, 1 and 2 represent Linux, Mac OS and Windows respectively. Then we have

\[
\text{Planning Matrix} = \begin{pmatrix}
\text{Desktop} & \text{Linux} \\
\text{Desktop} & \text{Mac OS} \\
\text{Desktop} & \text{Windows} \\
\text{Laptop} & \text{Linux} \\
\text{Laptop} & \text{Mac OS} \\
\text{Laptop} & \text{Windows}
\end{pmatrix},
\]

and the design matrix as

\[
X = \begin{pmatrix}
1 & -1 & -1 & -1 \\
1 & -1 & 1 & 0 \\
1 & -1 & 0 & 1 \\
1 & 1 & -1 & -1 \\
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1
\end{pmatrix},
\]

where the four columns of $X$ correspond to effects $I$ (intercept), $A$ (two-level), $B_{01}$ (three-level), and $B_{02}$ (three-level) respectively. If one assumes that $\beta_0 \sim U(-3, 3)$, $\beta_1 \sim U(0, 2)$, $\beta_2 \sim U(0, 1.5)$, and $\beta_3 \sim U(0, 3)$ independently, then the expected values of the $w_i$’s are $(0.24, 3.35, 9.18, 1.75, 24.76, 67.86)'$. Following YMM (2013, Section 3.2), we calculate the EW D-optimal design $p_o = (0, 0, 0.25, 0.25, 0.25, 0.25)'$, which maximizes $|X'E(W)X|$. Conceptually, the EW D-optimality criterion is a surrogate to Bayes optimality (see YMM (2013) for more detailed discussion). In this case, it is interesting to note that the EW D-optimal design is a minimally supported
one, which does not assign any observation to Desktops with Linux or Mac OS operating system. Compared with the EW D-optimal design \( \mathbf{p}_o \), the relative efficiency of the uniform design \( \mathbf{p}_u = (1/6, 1/6, \ldots, 1/6)' \) is 84%. Note that the relative efficiency of \( \mathbf{p}_u \) with respect to \( \mathbf{p}_o \) is defined as \( (f(\mathbf{p}_u)/f(\mathbf{p}_o))^{1/d} \) in general.

**Example 5.4: Canadian Automobile Insurance Claims:** Gamma regression can be used to model the total cost of car insurance claims given in Bailey and Simon (1960). They reported two studies for determining insurance rates using automobile industry data for policy years 1956–57. Motivated by their studies, a car insurance company may conduct an experiment to determine their own rates, with variables similar to those reported in Bailey and Simon (1960). Here one can consider a \( 2 \times 4 \) factorial example with factor levels given as follows:

<table>
<thead>
<tr>
<th>Factor</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>+1 - pleasure</td>
</tr>
<tr>
<td></td>
<td>−1 - business use</td>
</tr>
<tr>
<td>Merit</td>
<td>3 - licensed and accident free 3 or more years</td>
</tr>
<tr>
<td></td>
<td>2 - licensed and accident free 2 years</td>
</tr>
<tr>
<td></td>
<td>1 - licensed and accident free 1 year</td>
</tr>
<tr>
<td></td>
<td>0 - all others</td>
</tr>
</tbody>
</table>

Let the design matrix be

\[
X = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 \\
1 & −1 & 0 & 0 & 0 \\
1 & −1 & 1 & 0 & 0 \\
1 & −1 & 0 & 1 & 0 \\
1 & −1 & 0 & 0 & 1 \\
\end{pmatrix},
\]

where the four columns correspond to effects \( I \) (intercept), \( A \) (two-level), \( B_1 \) (Merit1), \( B_2 \) (Merit2), and \( B_3 \) (Merit3). After analyzing the data in the previous studies, one might consider \( k = 1/55 \) as described in Example 2.3. Motivated by their data, we set \( \mathbf{b} = (-1, -0.75, -0.05, -0.25, -0.05)' \) as the initial values of parameters. In this case, the optimal design is supported uniformly on the first and the last four rows of the design matrix mentioned above, that is, \( \mathbf{p}_o = (.2, 0, 0, .2, .2, .2, .2)' \). The uniform design \( \mathbf{p}_u = (1/8, 1/8, \ldots, 1/8)' \) has relative efficiency 82.7% compared to the D-optimal \( \mathbf{p}_o \).

## 6 Discussion

In this paper, we extended the results of YMM (2013) to more general cases under the generalized linear model setup. Our framework allows the responses that belong
to a single-parameter exponential family, which includes Binomial, Poisson, Gamma, exponential distributions as special cases. Our results also allow a fairly arbitrary set of design points, which could come from combinations of multiple-level factors, or grid points of continuous covariates.

YMM (2013) also proposed EW D-optimal designs which is much easier to compute than the usual Bayesian D-optimal designs and more robust than uniform designs. The same concept and techniques can also be extended to a single-parameter exponential family response with arbitrary pre-specified design points. Their discussion on fractional factorial designs can also be extended here. This could be a topic of future research.
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Appendix

Note that we need Lemma 4.1 and Lemma 4.2 for the proof of Theorem 3.1. The proofs of Theorem 3.1 and Theorem 3.2 here are similar to the ones in YMM (2013).

Proof of Theorem 3.1: Note that $f(p) > 0$ implies $0 \leq p_i < 1$ for each $i = 1, \ldots, m$. Without any loss of generality, we assume $p_m > 0$.

Define $p_r = (p_1, \ldots, p_{m-1})'$, and $f^{(r)}(p_r) = f(p_1, \ldots, p_{m-1}, 1 - \sum_{i=1}^{m-1} p_i)$. For $i = 1, \ldots, m - 1$, let $\delta_i^{(r)} = (-p_1, \ldots, -p_{i-1}, 1 - p_i, -p_{i+1}, \ldots, -p_{m-1})'$. Then $f_i(z) = f^{(r)}(p_r + u\delta_i^{(r)})$ with $u = \frac{z - p_i}{1 - p_i}$. Since the determinant $|\delta_1^{(r)}, \ldots, \delta_{m-1}^{(r)}| = p_m \neq 0$, then $\delta_1^{(r)}, \ldots, \delta_{m-1}^{(r)}$ are linearly independent and thus form a basis to span the corresponding set of all feasible allocations $S_r = \{(x_1, \ldots, x_{m-1})' \mid \sum_{i=1}^{m-1} x_i \leq 1, x_i \geq 0, i = 1, \ldots, m - 1\}$ starting $p_r$. Since $\log f^{(r)}$ is concave on the closed convex set $S_r$, then a solution maximizing $f^{(r)}$ exists and a local maximum of $f^{(r)}$ is also a global maximum on $S_r$. It can be verified that $p_r$ maximizes $f^{(r)}$ on $S_r$ if and only if for each $i = 1, \ldots, m - 1$, $2f^{(r)}(p_r + u\delta_i^{(r)})_{u=0} = 0$ if $p_i > 0$; $\leq 0$ otherwise. That is, $f_i(z)$ attains its maximum at $z = p_i$ for each $i = 1, \ldots, m - 1$ (and thus for $i = m$). Based on Lemma 4.1 and Lemma 4.2, for $i = 1, \ldots, m$, either

(i) $p_i = 0$ and $f_i \left( \frac{1}{2} \right) \cdot 2^d - f(p) \leq f(p) \cdot d$; or

(ii) $p_i > 0$, $a > bd$, and $a - bd = p_i(a - b)d$, where $b = f_i(0)$, and $a = \frac{f(p) - b(1 - p_i)^d}{p_i(1 - p_i)^{d + 1}}$. 
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The conclusion can be obtained by simplifying those two cases.

Proof of Theorem 3.2: Let \( p_I \) be the minimally supported design satisfying \( p_{i_1} = p_{i_2} = \cdots = p_{i_d} = \frac{1}{d} \). Note that if \( |X[i_1, i_2, \ldots, i_d]| = 0 \), \( p_I \) cannot be D-optimal. Suppose \( |X[i_1, i_2, \ldots, i_d]| \neq 0 \), \( p_I \) is D-optimal if and only if \( p_I \) satisfies the conditions of Theorem 3.1. By Lemma 3.1, \( f(p_I) = d^{-d} |X[i_1, i_2, \ldots, i_d]|^2 w_{i_1} w_{i_2} \cdots w_{i_d} \).

For \( i \in I \), \( p_i = \frac{1}{d} \), \( f_i(0) = 0 \). The condition (ii) of Theorem 3.1 is true. For \( i \notin I \), \( p_i = 0 \), and

\[
f_i \left( \frac{1}{2} \right) = (2d)^{-d} |X[i_1, \ldots, i_d]|^2 w_{i_1} \cdots w_{i_d}
+ 2^{-d} d^{-(d-1)} w_i \cdot w_{i_1} \cdots w_{i_d} \sum_{j \in I} \frac{|X[\{i\} \cup I \setminus \{j\}]|^2}{w_j}
\]

Then \( f_i \left( \frac{1}{2} \right) \leq f(p) \frac{d+1}{2d} \) is equivalent to \( \sum_{j \in I} \frac{|X[\{i\} \cup I \setminus \{j\}]|^2}{w_j} \leq \frac{|X[i_1, i_2, \ldots, i_d]|^2}{w_i} \). \( \square \)
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