1. Consider the cell means version of the one-way ANOVA model with three groups, two replicates/group:

\[ y_{ij} = \mu_i + e_{ij} \quad i = 1, 2, 3; j = 1, 2; \]

where \( \{e_{ij}\} \overset{iid}{\sim} N(0, \sigma^2) \) and \( y^T = (y_{11}, y_{12}, y_{21}, y_{22}, y_{31}, y_{32}) = (1, 3, 2, 6, 1, -1) \).

Consider the hypothesis \( H_0: \mu_2 = \frac{\mu_1 + \mu_3}{2} \).

a. (12 pts) Express \( H_0 \) the form of the general linear hypothesis. In addition, give two different ways to express the hypothesis \( \tilde{H}_0: \mu_1 = \mu_2 = \mu_3 \) in the form of the general linear hypothesis.

\[ H_0: C\beta = 0 \quad \text{where} \quad C = \left( -\frac{1}{2}, 1, -\frac{1}{2} \right), \quad \beta = \begin{pmatrix} \mu_1 \\ \mu_2 \\ \mu_3 \end{pmatrix}, \quad t = 0 \]

\( \tilde{H}_0 \) can be written as \( C\beta = t \) where \( \beta, t \) as above and either

\[ C = \begin{pmatrix} 1 & -1 & 0 \\ 1 & 0 & -1 \end{pmatrix} \]

or

\[ C = \begin{pmatrix} 1 & -1 & 0 \\ 0 & 1 & -1 \end{pmatrix} \]

(lots of other possibilities)
b. (9 pts) Show that the model space under $H_0$ is $L(j_6, x)$ where $x = (-1, -1, 0, 0, 1, 1)^T$.

Under $H_0 : \mu_2 = \frac{\mu_1 + \mu_3}{2}$, the mean of $y$ is

$$X_\beta = \begin{pmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \mu_1 \\ \mu_2 \\ \mu_3 \end{pmatrix} = \frac{\mu_1 + \mu_3}{2}$$

where $\mu_2 = \frac{\mu_1 + \mu_3}{2}$

or

$$\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \mu_1 \\ (\mu_1 + \mu_3)/2 \\ \mu_3 \end{pmatrix} = \mu_1 \begin{pmatrix} 1 \\ \frac{1}{2} \\ 0 \end{pmatrix} + \mu_3 \begin{pmatrix} 0 \\ \frac{1}{2} \\ 1 \end{pmatrix}$$

$$\equiv Y_1 \quad \equiv Y_2$$

$$= L(Y_1, Y_2), \text{ but notice } Y_1 = \frac{j_6 - x + j_6}{2}, \quad Y_2 = \frac{x + j_6}{2}$$

$$= L\left( \frac{j_6 - x + j_6}{2}, \frac{x + j_6}{2} \right)$$

$$= L\left( j_6, x \right)$$
c. (15 pts) Conduct the test of $H_0$ as a full and reduced model $F$ test. You need only compute the $F$ test statistic and give its distribution under $H_0$. You don’t need to compute the $p$-value, critical value or give the conclusion (reject/fail to reject).

Reduced model has model space \( Z(\beta, \mathbf{x}) = C(\mathbf{x}) \)

Where \( \mathbf{X} = \begin{pmatrix} 1 & -1 \\ 1 & -1 \\ 1 & 0 \\ 1 & 1 \\ 1 & \end{pmatrix} \) and model can be written as \( y = X\beta + \epsilon \) where \( \beta = \begin{pmatrix} \mu_1 \\ \mu_2 \\ \mu_3 \end{pmatrix} \)

This is just a simple linear regression model with intercept \( \mu_1 \) and slope \( \mu_3 \). In reduced model \( \hat{y} = \mathbf{p}^T(y) Z(\beta_0, \mathbf{x}) \)

\[
\begin{align*}
\mathbf{y} &= \begin{pmatrix} \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\end{pmatrix} \mathbf{y},
\end{align*}
\]

\[
\begin{align*}
\mathbf{y} - \hat{\mathbf{y}} &= \begin{pmatrix} \frac{3}{2} \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{pmatrix},
\end{align*}
\]

\[
\Rightarrow SSE(\text{RM}) = \|y - \hat{y}\|^2 = 4 + 0 + 0 + 16 + 0 + 4 = 24.
\]

$\hat{y}$ in $\text{FM}$ is \( \frac{1}{2} \begin{pmatrix} y_1 + y_2 + y_3 + y_4 + y_5 + y_6 \\ y_1^2 + y_2^2 + y_3^2 + y_4^2 + y_5^2 + y_6^2 \\ y_1^3 + y_2^3 + y_3^3 + y_4^3 + y_5^3 + y_6^3 \\ y_1^4 + y_2^4 + y_3^4 + y_4^4 + y_5^4 + y_6^4 \\ y_1^5 + y_2^5 + y_3^5 + y_4^5 + y_5^5 + y_6^5 \\ y_1^6 + y_2^6 + y_3^6 + y_4^6 + y_5^6 + y_6^6 \end{pmatrix} \)

\[
\begin{align*}
\Rightarrow SSE(\text{FM}) &= (2, 2, 4, 0, 0, 0) \Rightarrow y - \hat{y} = (1, 1, 2, 1, 1, 1) \Rightarrow
\end{align*}
\]

\[
\Rightarrow F = \frac{(SSE(\text{RM}) - SSE(\text{FM}))/df_\text{RM}}{SSE(\text{FM})/df_\text{FM}}
\]

\[
= \frac{(24 - 12)/1}{12/3} = 3.
\]

$F \sim F(1, 3)$ under $H_0$. 

d. (9 pts) Suppose now that we obtain an additional observation not in the original data set from group 1 but its observed value ($y_{13} = 7$) seems unusually large and thus inconsistent with the original data. To investigate this, compute a 95% prediction interval for a new observation from group 1 based on only the original 6 observations. For this prediction interval, suppose that $\sigma^2$ is known to be 1.

Model is
$$y = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \mu_1 \\ \mu_2 \\ \mu_3 \end{pmatrix} + e$$

Interested in predicting $y$ when $x_0^T = (1, 0, 0)$,

$$\hat{y}_0 = x_0^T \hat{\beta} = (1, 0, 0) \begin{pmatrix} \hat{\mu}_1 \\ \hat{\mu}_2 \\ \hat{\mu}_3 \end{pmatrix} = \hat{\mu}_1 = \frac{y_1 + y_2}{2} = \frac{1 + 3}{2} = 2$$

If $\sigma^2$ were unknown, we'd use

$$\hat{y}_0 \pm t(n - n_0 \text{sds}(x)) \sqrt{\frac{\hat{\sigma}^2}{1 + x_0^T (X^T X)^{-1} x_0}}$$

but since $\sigma^2$ is known, we can use a $z$-interval:

$$\hat{y}_0 \pm z_{1-\alpha/2} \sqrt{\sigma^2 (1 + x_0^T (X^T X)^{-1} x_0)}$$

$$= \hat{y}_0 \pm z_{1-\alpha/2} \sqrt{\sigma^2 (1 + x_0^T (X^T X)^{-1} x_0)} = 2 \pm 1.96 \sqrt{1 \times \frac{1}{1 + \frac{1}{2} x_0^T x_0}} = 2 \pm 1.96 \sqrt{1.5} = (-.40, 4.40)$$
e. (8 pts) Compute the sample multiple correlation coefficient between $y$ and $x_1, x_2, x_3$, where $x_i$ is the indicator for the $i$th group.

$$R^2 = 1 - \frac{SSE}{SST} = 1 - \frac{12}{28} = 0.5714$$

$$SST = \sum_i (y_i - \bar{y})^2 = \sum_i (y_i - 2)^2 = 1^2 + 1^2 + 0^2 + y^2 + 1^2 + 3^2 = 28$$

$$\Rightarrow \text{sample mult. corr. coef} = \sqrt{R^2} = \sqrt{0.5714} = 0.7559$$
2. Let $y_i = \beta x_i + e_i$, $i = 1, 2, 3$, where $x^T = (1, 2, 4)$, $e_1, e_2, e_3$ are mutually independent and $E(e_i) = 0$, $\text{var}(e_i) = \sigma^2 x_i$, for all $i$.

a. (10 pts) Under the assumptions given above, provide a simple, non-vector/matrix formula for the BLUE of $\beta$ in terms of $y = (y_1, y_2, y_3)^T$.

\[
\begin{align*}
\hat{y} &= \begin{pmatrix} 1 \\ 2 \\ 4 \end{pmatrix} \beta + \varepsilon \quad \text{where} \quad E(\varepsilon) = 0, \quad \text{var}(\varepsilon) = \sigma^2 V \\
V^{-1} &= \begin{pmatrix} 1 & \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & \frac{1}{4} \end{pmatrix} \\
\hat{\beta} &= (X^TV^{-1}X)^{-1}X^TV^{-1}y \\
X^TV^{-1}y &= \begin{pmatrix} 1 & 2 & 4 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & \frac{1}{4} \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \\ y_3 \end{pmatrix} = (1, 1, 1)^T y = y_1 + y_2 + y_3 = y_0 \\
(X^TV^{-1}X)^{-1} &= \begin{pmatrix} 1 & 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 & 1 \end{pmatrix}^{-1} = \begin{pmatrix} 1 & 2 & 4 \end{pmatrix}^{-1} = \frac{1}{7} \\
\Rightarrow \hat{\beta} &= y_0 \frac{1}{7}
\end{align*}
\]
b. (10 pts) Suppose now that the assumptions on \( e = (e_1, e_2, e_3)^T \) above were wrong and instead, the truth is that \( \text{E}(e) = 0 \) and \( \text{var}(e) = \sigma^2 I \). Under these circumstances, compute the bias and variance of your estimator \( \hat{\beta} \) from part (a).

\[
\text{Var}(\hat{\beta}) = \text{Var}\left( (x^T \tilde{v} x)^{-1} x^T \tilde{v} y \right) = \\
= (x^T \tilde{v} x)^{-1} x^T \tilde{v} \text{var}(y) \tilde{v} x (x^T \tilde{v} x)^{-1} \\
= \frac{1}{7} \tilde{v}^T \tilde{v} \frac{\sigma^2 I}{7} \tilde{v} \tilde{v}^T = \frac{3 \sigma^2}{49}
\]

\[
\text{E}(\hat{\beta}) = (x^T \tilde{v} x)^{-1} x^T \tilde{v} \text{E}(y) = (x^T \tilde{v} x)^{-1} x^T \tilde{v} \beta = \beta \\
\frac{1}{X^T \beta} \quad \text{(unbiased)}
\]
3. (12 pts) Consider the classical linear model

$$y = X\beta + e, \quad e \sim N_n(0, \sigma^2I_n)$$

where $X$ is $n \times (k+1)$ with rank$(X) = k + 1 < n$. Suppose this model is fit to data $y$ yielding the ordinary least squares regression parameter estimate $\hat{\beta}$ and MSE, $s^2$.

What is the distribution of $(k+1)s^2/\sigma^2$ in this model? Use this distributional result to derive formulas for the lower and upper endpoints $(L, U)$ of a $100(1-\alpha)\%$ confidence interval for $\sigma$, the error standard deviation. 

**Show your work!**

$$\frac{(k+1)s^2}{\sigma^2} \sim \chi^2(n-k-1) \times \left(\frac{k+1}{n-k-1}\right)$$

$$\Rightarrow P\left( \frac{k+1}{n-k-1} \chi^2_{\alpha} (n-k-1) \leq \frac{k+1}{n-k-1} \frac{(n-k-1)s^2}{\sigma^2} \leq \frac{k+1}{n-k-1} \chi^2_{1-\alpha} (n-k-1) \right) = 1 - \alpha$$

$$\Rightarrow P\left( \frac{\chi^2_{\alpha} (n-k-1)}{(n-k-1)s^2} \leq \frac{(n-k-1)s^2}{\sigma^2} \leq \frac{\chi^2_{1-\alpha/2} (n-k-1)}{(n-k-1)s^2} \right) = 1 - \alpha$$

$$\Rightarrow P\left( \frac{(n-k-1)s^2}{\chi^2_{\alpha} (n-k-1)} \geq \sigma^2 \geq \frac{(n-k-1)s^2}{\chi^2_{1-\alpha/2} (n-k-1)} \right) = 1 - \alpha$$

$$\Rightarrow P\left( \frac{\sqrt{(n-k-1)s^2}}{\chi^2_{\alpha} (n-k-1)} \geq \sigma \geq \frac{\sqrt{(n-k-1)s^2}}{\chi^2_{1-\alpha/2} (n-k-1)} \right) = 1 - \alpha$$
4. Consider the linear model

\[ y = X\beta + e, \quad \text{E}(e) = 0, \quad \text{var}(e) = \sigma^2 V \]

where \( X \) is \( n \times (k+1) \) with rank(\( X \)) = \( k+1 < n \) and \( V \) is assumed to be a positive definite matrix. The following questions are True/False (3 pts each).

a. (True/False) If \( V = I \), the estimator \( c^T\hat{\beta} \), where \( \hat{\beta} = (X^T V^{-1} X)^{-1} X^T V^{-1} y \), has minimum variance among all unbiased estimators of \( c^T \beta \).
   (Need normality for this result)

b. (True/False) If \( V = I \), the estimator \( s^2 = \| P_{C(X)} y \| ^2 / (n - k - 1) \) has minimum variance among all quadratic unbiased estimators of \( \sigma^2 \).

c. (True/False) The estimator \( c^T\hat{\beta} \), where \( \hat{\beta} = (X^T \hat{V}^{-1} X)^{-1} X^T \hat{V}^{-1} y \) and \( \hat{V} \) is an estimator of \( V \), is the BLUE (best linear unbiased estimator) of \( c^T \beta \).
   Would be true if \( V \) were known and used in formula for \( \beta \) instead of \( \hat{V} \)

d. (True/False) If \( V = I \) and \( \hat{\beta} = (X^T X)^{-1} X^T y \), the estimator \( c^T\hat{\beta} \) has minimum variance among all linear unbiased estimators of \( c^T \beta \), provided that \( c \in C(X^T) \).
   There are no such conditions on the BLUE-ness of \( c^T\hat{\beta} \) in the full rank model

e. (True/False) If \( V \) is known and \( e \sim N(0, \sigma^2 V) \), the estimator \( c^T\hat{\beta} \), where \( \hat{\beta} = (X^T V^{-1} X)^{-1} X^T V^{-1} y \), has minimum mean squared error among all unbiased estimators of \( c^T \beta \).

\[ \text{MSE} = \text{variance} + \text{bias}^2 \]

\[ \text{bias} = 0 \text{ here \Rightarrow minimum MSE = minimum variance} \]

So this statement say \( c^T\hat{\beta} \) is BLUE, which is true

If errors are normally distributed, the minimum variance unbiased estimator

In class on 4/15/08 I said that there was a mistake here and that the answer was really FALSE. However, that's not correct! The answer is TRUE! I just got a bit confused about this in the rush to finish class. Under normal, spherical errors, the OLS estimator is not only best among linear unbiased estimators, it is also best among all unbiased estimators (p.115 of our class notes). This result extends to the GLS estimator too because the GLS estimator is the OLS estimator in a transformed model and therefore inherits all the properties of the OLS estimator.