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ABSTRACT

We develop an exploratory data analysis tool in scale-space to discover significant features of a log-density using a local likelihood approach with local polynomial regression estimators. We study its asymptotic properties at multiple locations and levels of resolution. © 2015 Elsevier B.V. All rights reserved.

1. Introduction

Density estimation is one of the fundamental exploratory data analyses, and many methods using parametric or nonparametric approaches have been developed. A nonparametric smoothing approach is a useful and flexible tool for discovering features in data, and typically applies kernel (Silverman, 1986), spline (Gu and Qiu, 1993), or wavelet (Donoho et al., 1996) smoothing techniques depending on assumptions for the underlying distribution. In some cases, it is natural to estimate the logarithm of the density instead of the original function. For example, Kooperberg and Stone (1991) proposed the log-spline smoothing method and Loader (1996) studied the local likelihood density estimation.

As an effective exploratory data analysis tool, Chaudhuri and Marron (1999) developed a scale-space tool, called SiZer (Significant ZEROo crossing of the derivatives). SiZer utilizes a kernel smoothing approach to estimate the underlying distribution, but unlike traditional kernel smoothing methods, it does not attempt to select a single bandwidth to discover the true underlying structure. Instead, SiZer takes the philosophy of the scale-space approach (Lindeberg, 1994), in which the truth can change depending on which scale a data analyst investigates. Hence, SiZer thoroughly explores the data at multiple scales and reveals all the features found across those scales, some of which might be missing if one uses a single bandwidth. Another advantage of the SiZer tool is that it creates a colored map, SiZer map, which reports a statistical inference testing result on the behavior of the estimated function at a particular location and scale. Therefore, not only can a practitioner quickly learn the shape of the underlying structure, but also the practitioner can test whether the estimated shape is real or not at a given scale.

The scale-space approach has been adopted to various research problems and applications. They include multidimensional analysis (Godtliebason et al., 2002, 2004; Ganguli and Wand, 2007; Vaughan et al., 2012), survival data analysis
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(Marron and de Uña Álvarez, 2004), time series analysis (Park et al., 2004; Rondonotti et al., 2007; Olsen et al., 2008a,b; Park et al., 2009a,b), smoothing splines regression (Zhang and Marron, 2005), jump points detection (Kim and Marron, 2006), local likelihood (Li and Marron, 2005; Park and Huh, 2013b), Bayesian methods (Godtliebsen and Øigård, 2005; Erästö and Holmström, 2005; Øigård et al., 2006; Erästö and Holmström, 2007; Holmström and Pasanen, 2012), robust regression (Hannig and Lee, 2006), internet traffic analysis (Park et al., 2007), additive models (Ganguli and Wand, 2007; González-Manteiga et al., 2008), quantile regression (Park et al., 2010), and variance function estimation (Park and Huh, 2013a).

The objective of this study is to develop an exploratory data analysis tool for log-density function. We conduct SiZer inference using the local likelihood approach (Loader, 1996) and construct a visualization map based on the scale-space approach. Then, we study theoretical properties of the proposed SiZer tool for log-density under the frame of Chaudhuri and Marron (2000).

The remainder of the paper is organized as follows. Section 2 proposes a new SiZer tool for log-density estimation and demonstrates its performance in finite samples. Section 3 presents theoretical properties of the proposed SiZer. Appendix provides details on SiZer inference.

2. SiZer for log-density estimation

Section 2.1 proposes SiZer for log-density function and Section 2.2 investigates the performance of SiZer for log-density using simulated examples.

2.1. Proposed SiZer

Suppose we have n independent observations $X_1, \ldots, X_n$ having unknown density $f$ with support $(-\infty, \infty)$. A usual kernel density estimator of $f$ is given as

$$
\hat{f}_h(x) = \frac{1}{n} \sum_{i=1}^{n} K_h(X_i - x),
$$

where $h$ is the bandwidth (scale), $K_h(\cdot) = K(\cdot/h)/h$, and $K$ is a kernel function. In SiZer, the target is shifted from the true underlying curve $f$ to the smoothed version of the underlying function $f_h(x) = \int f(u)K_h(x - u)du$, which is the basic idea behind a scale-space approach. Hence, the objective of the proposed method is to determine the significance of trends or modes in the function $f_h(x)$ at a particular location $x$ and scale $h$ and summarize all the information that is available at each scale.

Local likelihood was introduced by Tibshirani and Hastie (1987) as a method of smoothing by local polynomials in non-Gaussian regression models. Loader (1996) extended it to density estimation. We develop a SiZer tool for discovering significant features of a density based on a local likelihood approach with local polynomial regression fit.

Our focus of this study is to estimate $\log f_h$ instead of $f_h$. Let $g(x) = \log f(x)$ and $g_h(x) = \log f_h(x)$. Define $\hat{g}_h(x) = \hat{\beta}_0$ and $\hat{g}_h(x) = \hat{\beta}_1$ as the estimators for $g_0(x)$ and $g_1(x)$ where $(\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_p)$ maximizes the following kernel weighted local likelihood function (Loader, 1996):

$$
\sum_{i=1}^{n} K \left( \frac{X_i - x}{h} \right) P(X_i - x) - n \int_0^{1} K \left( \frac{u - x}{h} \right) \exp(P(u - x)) du.
$$

(2.1)

where $P(u - x) = \beta_0 + \beta_1(u - x) + \cdots + \beta_p(u - x)^p$. We note that no explicit solutions to the maximization (2.1) exist except when $p = 0$.

In our simulation, we use the local linear with $p = 1$. In particular, we solve the following local likelihood equations with respect to $\beta_0$ and $\beta_1$:

$$
\frac{1}{n} \sum_{i=1}^{n} \left( \frac{X_i - x}{h} \right) K \left( \frac{X_i - x}{h} \right) = \int_0^{1} \left( \frac{u - x}{h} \right) K \left( \frac{u - x}{h} \right) \exp(\beta_0 + \beta_1(u - x)) du.
$$

(2.2)

Then, $\hat{\beta}_1 = \hat{\beta}_1(x)$ can be obtained by solving the following equation:

$$
\int_0^{1} (u - x)K \left( \frac{u - x}{h} \right) e^{\hat{\beta}_1 u} du = \frac{\sum_{i=1}^{n} (X_i - x)K \left( \frac{X_i - x}{h} \right)}{\sum_{i=1}^{n} K \left( \frac{X_i - x}{h} \right)} \int_0^{1} K \left( \frac{u - x}{h} \right) e^{\hat{\beta}_1 u} du,
$$

and

$$
\hat{g}_h(x) = \hat{\beta}_0 = \frac{\sum_{i=1}^{n} K \left( \frac{X_i - x}{h} \right)}{n \int_0^{1} K \left( \frac{u - x}{h} \right) e^{\hat{\beta}_1 u} du}.
$$
Since we attempt to find significant features in the smoothed curve at a given level of resolution, the null hypothesis in scale-space is given as $H_0 : g_h'(x) = 0$ for each location $x$ and each scale $h$, i.e. no trend at $(x, h)$. Then, the corresponding $100(1-\alpha)$% confidence interval for $g_h'(x)$ is given as

$$\hat{g}_h'(x) \pm q(h)\hat{SD}(\hat{g}_h'(x))$$

where the quantile $q(h)$ depending on $h$ is given as

$$q(h) = \Phi^{-1}\left(1 - \frac{\alpha}{2}\right)^{1/(\Theta n_p)}$$

where $\Phi$ is the cumulative distribution function of the standard normal and $n_p$ is the number of pixels in each row of a SiZer map. The $\Theta$, called the cluster index, measures the equivalent number of independent observations and is given as

$$\Theta = 2\Phi\left(\sqrt{3\log n_p \frac{\tilde{\Delta}}{2h}}\right) - 1,$$

where $\tilde{\Delta}$ denotes the distance between the pixels of the SiZer map for a given scale. This quantile is derived by addressing the multiple testing problem across different locations for a given $h$. One can obtain the quantile which considers both location and scale into multiple testing adjustment, but it is known to be less powerful (Hannig and Marron, 2006).

One can show that the estimate of the standard deviation (SD) is given as

$$\hat{SD}(\hat{g}_h'(x)) \approx \sqrt{\frac{1}{nh^3f(x)}} \int v^2(K(v))^2dv.$$

We use the standard normal for the kernel function $K$ due to the monotonicity property in scale-space maps (Chaudhuri and Marron, 2000), and the estimate of the standard deviation can be expressed as

$$\hat{SD}(\hat{g}_h'(x)) \approx \sqrt{\frac{1}{4\sqrt{\pi}nh^3f(x)}}.$$  \hfill (2.5)

The details of (2.5) are given in the Appendix.

SiZer visually reports the results of statistical inference using the confidence intervals in (2.3) as a color map, called SiZer map. In a map, the horizontal axis represents location $x$ and the vertical axis the logarithm of the scale, log $h$. Each pixel $(x, h)$ displays one of the following colors: black, white, intermediate or dark gray. It is colored black if the confidence interval in (2.3) is greater than zero. This implies that the estimated function $\hat{g}_h(x)$ is increasing at the corresponding location $x$ and scale $h$. Similarly, it is colored white if the confidence interval is less than zero, which implies that the estimated function $\hat{g}_h(x)$ is decreasing at $(x, h)$. It is colored intermediate gray if the confidence interval includes zero, implying that the null hypothesis $H_0 : g_h'(x) = 0$ is not rejected at $(x, h)$. Finally, the pixel is colored dark gray if no decision can be made due to the insufficient data points. Chaudhuri and Marron (1999) proposed to use the estimated effective sample size (ESS) for each $(x, h)$:

$$\text{ESS}(x, h) = \frac{\sum_{i=1}^{n} K_h(X_i - x)}{K_h(0)}$$

to determine the dark gray region. If $\text{ESS}(x, h) < 5$, then the test is not carried out and the corresponding pixel is colored dark gray.

2.2. Simulation

We perform a simulation study to demonstrate the performance of the proposed SiZer. We generate simulated data from one of the following densities:

(i) truncated normal: $p_1(x) = c_1\phi\left(6(x - 0.5)\right)I_{[0,1]}(x)$

(ii) tri-modal: $p_2(x) = c_2\left[\frac{7}{20}\phi(20(x - 0.2)) + \frac{6}{20}\phi(20(x - 0.5)) + \frac{7}{20}\phi(20(x - 0.8))\right]I_{[0,1]}(x)$

with the sample size $n = 200$. Here, $c_1$ and $c_2$ are scaling constants. Note that the first function is uni-modal while the second has three modes. For $h$, 11 equally spaced values are chosen between $2(X_{\text{max}} - X_{\text{min}})/(n_p - 1)$ and $(X_{\text{max}} - X_{\text{min}})$ on a logarithmic scale with base 10.

Fig. 1 displays SiZer plots for two simulated examples. The top panels, called family of smooths, consist of 11 smoothed curves $\hat{g}_h(x)$ with 11 different bandwidth values. If $h$ is small, the estimated curve shows many fluctuations due to the undersmoothing effect. On the other hand if $h$ is large, the estimated curve is close to a straight line due to the oversmoothing effect. There are some bandwidths that reveal a mode in Fig. 1(a) and three modes in Fig. 1(b), but it should be noted that the
Fig. 1. We apply the proposed SiZer to two simulated examples: (a) truncated normal and (b) tri-modal densities.

The goal of SiZer analysis does not attempt to find the best scale. Instead, it explores all scales and finds features on those scales. The bottom panels display SiZer maps that return the result of hypothesis testing $H_0: g_h'(x) = 0$ at each $(x, h)$ using the 95% confidence interval defined in (2.3). In the map of Fig. 1(a), black is colored in the first half region and white in the second half at large and medium scales. This describes the significance of the single mode (overall increasing and decreasing trend) in the underlying density on those scales. For small scales, the features are statistically insignificant or no decision is made due to lack of neighboring data points. In the map of Fig. 1(b), three modes are found statistically significant at medium and small scales. For large scales, only one mode is detected due to oversmoothing. In both cases, small boundary effects are found on both edges when medium scales are used, which might be a drawback of the local likelihood approach.

3. Asymptotic results

In this section, we present asymptotic properties of the proposed SiZer for log-density, which provides its theoretical justification. In particular, we describe statistical convergence of the difference between the empirical and the theoretical scale-space surfaces $(\tilde{g}_h^{(m)}(x), E[\tilde{g}_h^{(m)}(x)])$ for fixed $m = 0, 1, \ldots$, under the frame of Chaudhuri and Marron (2000) who addressed these issues for the estimation of the original density $f$. We derive asymptotic properties of the proposed SiZer using local polynomial regression with degree $p \geq m$. A similar theoretical study of SiZer for log-variance function estimation and generalized linear models is done in Park and Huh (2013a) and Park and Huh (2013b), respectively.

Before presenting our main results, we provide Lemma 1, which describes an approximation form of $\tilde{g}_h^{(m)}$. Define $u = (1, (u-x)/h, \ldots, (u-x)^p/h^p)^T$, $\mu_{h,x} = \int_0^1 uK((u-x)/h)du$ and $S_{h,x} = \int_0^1 uu^T K((u-x)/h)du$. Let $e_j$ be the $(p+1) \times 1$ vector with 1 appearing at the $j$th position and 0 otherwise. Also let

$$W_{n,m}(h, x, X_j) = h^m e_{m+1}^T S_{h,x}^{-1} \left( \frac{1}{f(x)} K \left( \frac{X_j-x}{h} \right) Z_j - \mu_{h,x} \right)$$

where $Z_j = (1, (X_j-x)/h, \ldots, (X_j-x)^p/h^p)^T, j = 1, \ldots, n$. Let $I$ and $H$ be compact subintervals of $(-\infty, \infty)$ and $(0, \infty)$, respectively. In order to obtain the approximation form of $\tilde{g}_h^{(m)}(x)$ uniformly in $h \in H$ and $x \in I$ in Lemma 1, we need the following assumptions.

(A.1) The function $g^{(p+1)}$ is uniformly continuous over $I$.

(A.2) $\inf_{x \in I} f(x) > 0$.

(A.3) There exists $S_{h,x}$ for any $h \in H$ and $x \in I$. 

(a) Truncated normal. (b) Tri-modal.
We note that (A.1) is needed to obtain the bias term using the local $p$th polynomial fit, and to guarantee the asymptotic form in Lemma 1 uniformly in $x \in I$ and $h \in H$ (Fan et al., 1995; Park et al., 2009a; Park and Huh, 2013a,b). The assumptions (A.2) and (A.3) are needed to ensure that the denominator in $W_{n,m}(h, x, X_i)$ is away from 0 at $x$ in the compact set $I$.

**Lemma 1.** Let $m$ be a non-negative integer. Suppose that the conditions (A.1)–(A.3) are satisfied.

(i) If $m = 0$, then

$$
\hat{g}_h(x) - g(x) = \frac{1}{n} \sum_{i=1}^{n} W_{n,0}(h, x, X_i)(1 + o_P(1))
$$

uniformly in $h \in H$ and $x \in I$ as $n \to \infty$.

(ii) If $m > 0$, then

$$
\hat{g}_h^{(m)}(x) = \frac{1}{n} \sum_{i=1}^{n} W_{n,m}(h, x, X_i)(1 + o_P(1))
$$

uniformly in $h \in H$ and $x \in I$ as $n \to \infty$.

**Proof.** Define $\hat{\beta} = \sqrt{n}(\hat{\beta}_0 - g(x), h\hat{\beta}_1, \ldots, h^p\hat{\beta}_p)^T$ where $(\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_p)$ is the maximizer of (2.1). Note that $\sum_{i=0}^{p} \hat{\beta}_i (u - x)^i = g(x) + \hat{\beta}^T u / \sqrt{n}$. According to (2.1), $\hat{\beta}$ maximizes

$$
\sum_{i=1}^{n} K\left(\frac{X_i - x}{h}\right)\{g(x) + \beta^T Z / \sqrt{n}\} - n \int_{0}^{1} K\left(\frac{u - x}{h}\right) \exp(g(x) + \beta^T u / \sqrt{n}) du
$$

as a function of $\beta^T$. Loader (1996) showed that if the maximizer of (2.1) exists, it is the solution of the following system of local likelihood equation:

$$
\frac{1}{n} \sum_{i=1}^{n} K\left(\frac{X_i - x}{h}\right) Z_i = \int_{0}^{1} u K\left(\frac{u - x}{h}\right) \exp(g(x) + \hat{\beta}^T u / \sqrt{n}) du.
$$

Using a Taylor series expansion with the assumption (A.1), the right-hand side in (3.1) is

$$
\int_{0}^{1} u K\left(\frac{u - x}{h}\right) e^{\epsilon(x)} du + \int_{0}^{1} u K\left(\frac{u - x}{h}\right) e^{\epsilon(x)} \frac{1}{\sqrt{n}} \beta^T u du(1 + o_P(1))
$$

uniformly in $h \in H$ and $x \in I$. The asymptotic expression of Eq. (3.1) becomes

$$
\frac{1}{n} \sum_{i=1}^{n} K\left(\frac{X_i - x}{h}\right) Z_i = \hat{\beta} \bar{f}(x) \sqrt{n} \int_{0}^{1} uu^T K\left(\frac{u - x}{h}\right) du + f(x) \int_{0}^{1} uu^T K\left(\frac{u - x}{h}\right) du.
$$

Then, the solution of (3.2) is given by

$$
\hat{\beta} = \frac{1}{\sqrt{n}} \hat{\mu}_{h,x}^{-1}\left(\frac{1}{f(x)} \int_{0}^{1} u K\left(\frac{u - x}{h}\right) Z_i du \right)
$$

uniformly in $h \in H$ and $x \in I$ under the assumptions (A.2) and (A.3). Therefore, we obtain the result. 

We define the approximation form of $\hat{g}_h(x) - g(x)$ or $\hat{g}_h^{(m)}(x)$ as

$$
\hat{g}_h^{(m)}(x) = \frac{1}{n} \sum_{i=1}^{n} W_{n,m}(h, x, X_i).
$$

In what follows we present two main theorems. Theorem 1 shows that the empirical scale-space surfaces weakly converge to their theoretical scale-space surfaces. Theorem 2 states the uniform convergence of the difference between the empirical and the theoretical scale-space surfaces under the supremum norm. In order to prove the two theorems, the following four additional assumptions for the weight $W_{n,m}(h, x, u)$ in (3.3) are necessary. Chaudhuri and Marron (2000) point out that these assumptions are satisfied by standard kernels such as the Gaussian kernel.

(A.4) For a non-negative integer $m \geq 0$, assume that as $n \to \infty$,

$$
\frac{1}{n} \sum_{i=1}^{n} \left\{ [W_{n,m}(h_1, x_1, X_i) - E(W_{n,m}(h_1, x_1, X_i))] - [W_{n,m}(h_2, x_2, X_i) - E(W_{n,m}(h_2, x_2, X_i))] \right\}
$$

converges in probability to a covariance function $cov(h_1, x_1, h_2, x_2)$ for all $(h_1, x_1)$ and $(h_2, x_2) \in H \times I$. 

(A.5) Assume that as $n \to \infty$,
$$
n^{-1+1/2} \max_{1 \leq m \leq n} |W_{n,m}(h, x, X_i)|^{\rho} \sum_{i=1}^{n} \{W_{n,m}(h, x, X_i)\}^2
$$
converges in probability to 0 for all $(h, x) \in H \times I$ and for some $\rho > 0$.

(A.6) Assume that as $h$ varies in $H$ and $x$ varies in $I$, $\{\partial^2 W_{n,m}(h, x, X_i)/(\partial h \partial x)\}^2$ is uniformly dominated by a positive function $M(X_i)$ such that $E(M(X_i)) < \infty$.

(A.7) Assume that as $h$ varies in $H$ and $x$ varies in $I$, $\{\partial W_{n,m}(h, x, X_i)/(\partial h)^2\}$ and $\{\partial W_{n,m}(h, x, X_i)/(\partial x)^2\}$ are uniformly dominated by a positive function $M^*(X_i)$ such that $E(M^*(X_i)) < \infty$.

Theorem 1. Suppose that the assumptions (A.1)–(A.6) are satisfied. Then, the two-parameter stochastic process
$$
U_n(h, x) = n^{1/2} \sum_{i=1}^{k} t_i \left[ \tilde{g}_h^{(m)}(x_i) - E[\tilde{g}_h^{(m)}(x_i)] \right]
$$
with $(h, x) \in H \times I$ converges weakly to a Gaussian process on $H \times I$ with zero mean and covariance function $\text{cov}(h_1, x_1; h_2, x_2)$ as $n \to \infty$.

Proof. First, we show that all the finite dimensional distributions of the process weakly converge to a normal distribution. Let us fix $(h_1, x_1), (h_2, x_2), \ldots, (h_k, x_k) \in H \times I$ and $t_1, t_2, \ldots, t_k \in (-\infty, \infty)$. Define
$$
Z_n = n^{1/2} \sum_{i=1}^{k} t_i \left[ \tilde{g}_h^{(m)}(x_i) - E[\tilde{g}_h^{(m)}(x_i)] \right]
$$
and
$$
\tilde{Z}_n = n^{1/2} \sum_{i=1}^{k} t_i \left[ \hat{g}_h^{(m)}(x_i) - E[\hat{g}_h^{(m)}(x_i)] \right].
$$
Note that $Z_n = \tilde{Z}_n(1 + o_p(1))$ for any fixed $h_i \in H$ and $x_i \in I$ by Lemma 1. Then, the mean of $Z_n$ is 0, and its variance is given as
$$
\sum_{i=1}^{k} \sum_{j=1}^{k} t_i t_j n \sum_{i=1}^{n} E \left[ \{W_{n,m}(h_i, x_i, X_j) - E(W_{n,m}(h_i, x_i, X_j))\} \{W_{n,m}(h_j, x_j, X_i) - E(W_{n,m}(h_j, x_j, X_i))\} \right].
$$
We note that the variance converges to $\sum_{i=1}^{k} \sum_{j=1}^{k} t_i t_j \text{cov}(h_i, x_i, h_j, x_j)$ in probability as $n \to \infty$ by the assumption (A.4).

Second, we show that the process has the tightness property. Let us fix $h_1 < h_2$ in $H$ and $x_1 < x_2$ in $I$. Then,
$$
E \left[ \tilde{U}_n(h_2, x_2) - \tilde{U}_n(h_2, x_1) - \tilde{U}_n(h_1, x_2) + \tilde{U}_n(h_1, x_1) \right]^2 \leq C (h_2 - h_1)^2 (x_2 - x_1)^2 \sum_{i=1}^{n} M(X_i)
$$
$$
\leq C (h_2 - h_1)^2 (x_2 - x_1)^2.
$$
Here, $C$ is a generic positive constant which varies from place to place. Using the same argument in Bickel and Wichura (1971), one can show that the sequence of two parameter process $\tilde{U}_n(h, x)$ on $H \times I$ satisfies the tightness condition, which completes the proof. $
$

Theorem 2. Suppose that the assumptions (A.1)–(A.7) are satisfied. Then as $n \to \infty$,
$$
\sup_{x \in I, h \in H} n^{1/2} \left| \tilde{g}_h^{(m)}(x) - E[\tilde{g}_h^{(m)}(x)] \right|
$$
converges weakly to a random variable whose distribution is the same as that of $\sup_{x \in I, h \in H} |Z(h, x)|$ where $Z(h, x)$ is a Gaussian process with zero mean and covariance function $\text{cov}(h_1, x_1; h_2, x_2)$ in Theorem 1 so that
$$
Pr \left( \sup_{x \in I, h \in H} |Z(h, x)| < \infty \right) = 1.
$$
Proof. For \((h_1, x_1)\) and \((h_2, x_2)\) in \(H \times I\), since
\[
E[\hat{U}_n(h_2, x_2) - \hat{U}_n(h_1, x_1)]^2 \leq C\{(h_2 - h_1)^2 + (x_2 - x_1)^2\}
\]
by (A.4), one obtains
\[
E[Z(h_2, x_2) - Z(h_1, x_1)]^2 \leq C\{(h_2 - h_1)^2 + (x_2 - x_1)^2\}.
\]
The rest of the proof is similar to that of Theorem 3.3 in Chaudhuri and Marron (2000). ■
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Appendix

In this section, we show the standard deviation of \(\hat{g}_n(x)\) in (2.5) in the case of the local linear fit with \(p = 1\). Let \(V\) be a random vector defined in Lemma 1 of Loader (1996). According to Theorem 2 in Loader (1996), the asymptotic variance of \(h(g_n(x) - g(x))\) can be written as
\[
\frac{1}{h^2f(x)}e_2^T M_1^{-1} \text{Var}(V) M_1^{-1} e_2 \tag{A.4}
\]
when \(h \to 0\) and \(nh \to \infty\) as \(n \to \infty\). Here \(e_2 = (0, 1)^T\),
\[
M_1 = \begin{pmatrix} 
\mu_0(K) & \mu_1(K) \\
\mu_2(K) & \mu_2(K) 
\end{pmatrix} \quad \text{and} \quad \text{Var}(V) = \frac{h}{n} f(x) \begin{pmatrix} 
\mu_0(K^2) & \mu_1(K^2) \\
\mu_1(K^2) & \mu_2(K^2) 
\end{pmatrix}
\]
where \(\mu_j(K)\) and \(\mu_j(K^2)\) are the \(j\)th moments of \(K\) and \(K^2\), respectively. In the case of using the Gaussian kernel, \(M_1\) is the identity matrix and
\[
\text{Var}(V) = \frac{h}{n} f(x) \begin{pmatrix} 
1 & 0 \\
0 & (4/\pi^2)^{-1} 
\end{pmatrix}.
\]

Then, (A.4) becomes the standard deviation in (2.5).
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